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FedGraph: 3 Settings
• Graph-level FL

• Each pharmaceutical research institution holds 
a set of graphs

• E.g., Drug discovery, molecular trial, protein 
synthesis, brain network analysis

• Subgraph-level FL
• Each institute holds a subset of a global graph
• E.g., Knowledge graph completion, diagnosis

prediction
• Link-level FL

• Each client holds a set of links among the
same set of nodes

• E.g., Social network analysis, recommendation
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Need: jointly train a powerful and 
generic model 
Reality: Privacy concerns, regulatory 
restrictions, commercial competitions
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FedGraph: 3 Challenges
• Utility: Approximating centralized graph learning
• Graph-level: non-iid structures
• Subgraph-level: incomplete neighborhoods
• Link-level: heterogeous links

• Efficiency: Reducing graph computation overhead
• Graph-level: asynchronous graph model aggregation
• Subgraph-level: multimodal communication compression
• Link-level: partial link model aggregation

• Privacy: Guaranteeing cross-client graph privacy
• Interactive DP: Ensuring DP by leveraging aggregation/compression
• Non-interactive DP: Ensuring DP by private graph generation
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FedGraph: Benchmark (ICLR/MLSys’21)

• GNN for graph learning: message passing + readout

• Federated learning: share gradients instead of data
• FedGraphNN: popular methods, 36 open datasets, 1 distributed system

FedGraph for Health

Carl Yang [j.carlyang@emory.edu] 4 / 298/8/23

GNN in FL Client k

step 1 step 2

FL Client k

FL Server

FL Client 0 FL Client 1 …

phase 1

phase 2 loss



FedGraph Example: Utility of Subgraph-Level 
FL
• Hospitals capture local subgraphs of 

patient interactions
• City-level disease control needs 

unbiased global predictions
• Restrictions on direcy data 

transmission/integration
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Main Challenge
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Our Solution:
FedSage + NeighGen [NeurIPS’21 Spotlight]
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• NeighGen: Missing neighbor generator



NeighGen: Ideal Effect
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NeighGen: Federated Training
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NeighGen

Communication overheads
& potential privacy issues…



Experimental Results
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Baselines:
GlobSage: the GraphSage 
model trained on the original 
global graph without missing 
links (upper bound)

LocSage: one GraphSage 
model trained solely on each 
subgraph



Extension to Heterogeneous Graphs
• Heterogeneous privacy

requirements
• How to model heterogeneous

subgraphs?
• Expressiveness of compositional

type-aware GCN
• Generalization bound with

weighted FedAvG
• How to handle incomplete

neighborhoods?
• Approximation power of type-

aware NeighGen
• Generalization bound
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FedHGN Overview
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Experimental Results
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Federated Graph Classification over 
Non-IID Graphs [NeurIPS’21]
• Real scenarios of graph classification:
• Molecules  molecular property, activity prediction, synthesis prediction, de novo drug 

design, etc.

• Bioinformatics  proteins into enzymes/non-enzymes, enzymes’ catelyzed levels

• Social networks  predict the field, venue, genre, etc.

• Geographic  predict traffic conditions, demands

Can real-world graphs from heterogeneous sources benefit
the learning of each other?

FedGraph for Health

Carl Yang [j.carlyang@emory.edu] 14 / 298/8/23



PROTEINS (bioinformatics) ENZYMES (bioinformatics) IMDB-BINARY (social networks)

DHFR (molecules)NCI1 (molecules) REDDIT-BINARY (social networks)
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• Long-tail degree distribution: ENZYMES, IMDB-BINARY, MSRC_21

• Average shortest path lengths: PTC_MR, ENZYMES, MSRC_21

• Largest component size : PTC_MR, ENZYMES, IMDB-BINARY, MSRC_21

• High clustering coefficient: ENZYMES, IMDB-BINARY, MSRC_21

Real-World Graphs Share General 
Properties

Motivation for 
federated graph 
classification!

FedGraph for Health

Carl Yang [j.carlyang@emory.edu] 16 / 298/8/23



Structure & Feature Heterogeneity Varies

Careful handling 
of heterogeneity 
(non-IIDness) is 
needed!
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GCFL -- Graph Clustered Federated Learning

• Based on CFL: a multi-task learning based 
framework
• Components of GCFL:
• One central server, a set of 𝑛 local clients
• Each client contains a set of graphs

 Dynamically cluster the clients into a set of clusters 
 Perform cluster-wise FL
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GCFL (GIN + CFL)

• GIN: Graph-Isormophism Network
• State-of-the-art simple graph-level GNN

• Sensitive to both features and structures
• Theoretical analysis based on the Bourgain theorem

• GIN gradients can capture structure and feature 
heterogeneity
• The communicated gradients can capture cluster 

heterogeneity
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1. General FL until the stationary point 
2. At each communication round 𝑡, transmit 𝑚 (#clusters) sets of 

gradients	{Δ𝜃!}!"#$ ; each cluster 𝐶 checks:

3. If satisfied, the server calculates a cluster-wise cosine similarity 
matrix 𝛼%, and perform clustering

GCFL (GIN + CFL)

FedGraph for Health

Carl Yang [j.carlyang@emory.edu] 20 / 298/8/23



Experiments

• Datasets -- 13 datasets from 3 domains, including molecules (7), 
proteins (3), and social networks (3)
• Setting 1: single dataset, randomly distributed to a large number of clients
• Setting 2: multiple datasets from single / multiple domains, one client 

maintains one dataset

• 3 Baselines: self-train, FedAvg, FedProx

• Architecture: 3-layer GINs with pre- and post-processing MLPs
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Setting 1: Single-Dataset
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MOLECULES: 7 molecule datasets from the same domain; BIOCHEM: MOLECULES + 3 
protein datasets; MIX: BIOCHEM + 3 social networks

Setting 2: Multi-Dataset
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Heterogeneity Analysis on Clusters

Blue: structure    Yellow: feature    Dashed line: the heterogeneity before clustering

• Structure & feature heterogeneity within clusters
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Brain Networks

FedGraph for Health

Carl Yang [j.carlyang@emory.edu] 25 / 298/8/23

• FBNetGen (MIDL’22)
• End-to-end brain network generation +

gender prediction + interpretation
• BrainNNExplainer (MICCAI’22)

• GNNExplainer applied on brain networks
for HIV, BP and PPMI

• MBNN (EMBC’22)
• Multiview-GNN applied on brain networks

for HIV, BP and PPMI
• PGB (KDD’22, CHIL’23)

• Pre-training GNNs for brain network 
analysis
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Brain Networks + FedGraph
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• Motivation: limited data in local studies (amount and access)
• Scenarios
• Single disease multiple cohorts:

e.g., Parkinson’s, depression
• Single cohort multiple diseases:

e.g., Parkinson’s, Alzheimer’s; PTSD, depression

• Unique challenges (preliminaries)
• Node system alignment: e.g., PGB (CHIL’23)
• Cross task/dataset transferability: e.g., EGI (NeurIPS’21)
• Self-supervised GNN training: e.g., NWR-GAE (ICLR’22)



EHR Networks
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• 4SDrug (KDD’22)
• Set-to-set (symptom-to-drug)

recommendation
• Important set of symptoms
• Small and safe set of drugs

• MetaCare (SIGIR’22)
• Meta-learning for rare diseases and

infrequent patients
• External disease relationships + data-

driven disease complications
• CACHE (ML4H’22 Best Paper)

• Hypergraph modeling of medical codes
• Counterfactual and factual reasoning 

for interpretability



EHR Networks + FedGraph
• Motivation: limited diversity in single studies (patient and disease)
• Scenarios:
• Multi-modality data beyond EHR?
• Disease phenotyping/subtyping?
• Multi-task learning?

• Unique challenges:
• Heterogeneous expressions: e.g., HGB (TKDE’20)
• Higher-order interactions: e.g., HypEHR (AMIA’22)
• Temporal clusters: e.g., DyHINE (WSDM’21), EvoNet (WSDM’21)
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Suggestions/Questions

FedGraph for Health

Carl Yang [j.carlyang@emory.edu] 29 / 298/8/23


